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1. FoRewoRd

1.1. Beneficiary / Contracting Authority
National Agency of the Information Society
1.2. Background

AKSHI, in the role of the authority that provides focused IT services for all government institutions, has constantly invested to improve and optimize the quality of the services it provides. Also through the e-Albania platform, AKSHI is now the only provider of government services for citizens and businesses. The important role of the Agency presents a constant challenge to improve the quality of the provision of these services, a challenge which, especially in recent years, has become evident, for various reasons such as the increase in government services offered, the increase in users of of these services, the elimination to a large extent of the counters where citizens and businesses were served, replacing it with the e-albania self-service portal that has led to the multiplication of the use of services by all citizens, businesses, administration employees, etc. Currently, over 1250 electronic services are served in the e-albania portal, 255 government institutions are integrated into the government network, and every day thousands of citizens and businesses are served in real time through the information technology systems administered and operated by the Agency. In addition to the concrete needs for improving the level of service provision, AKSHI also invests in overcoming old technologies in advanced ones, moving quickly towards the mass use of Cloud technology. In order to fulfill the current needs but also to create strong foundations to meet the anticipated growing needs, for processing resources based on the SDDC Software Defined DataCenter Architecture, AKSHI seeks to modernize the hardware and software infrastructure that support the platforms, services and electronic systems that currently serve citizens, business and state institutions themselves. The object of this project is precisely the supply, installation and configuration of such a platform, consisting of hardware and software components to be used by the component systems of the Governmental Interaction Platform. The current need for modernization also extends to the Government Interaction Platform system itself, and their complete re-engineering is foreseen by transforming these systems into Cloud native type. Consequently, the necessary infrastructure must be completely modernized and operate based on the Cloud Ready concept. This Cloud platform must perform on a natively integrated stack (a stack composed of software and hardware devices), thus enabling a cloud infrastructure ready to be allocated using the various services offered by AKSHIT.

AKSHI is adopting architecture that combines virtualization of computing resources, comprehensive management and automation. This solution should make the separation between the hardware layer and enable the level of abstraction to create pools of logical resources that can be used and managed easily, which will allow AKSHIT to reach higher levels of operation by facilitating the dynamic allocation of resources. , their centralized management and maximum ease in scaling the infrastructure in further stages. In this way, AKSHIT will have the opportunity to support the next generation of software applications that will be suitable for implementation and offered in the Cloud version.

The required platform must have Cross-Cloud capabilities to enable an easy way to run, manage, connect and secure applications on multiple cloud platforms different from each other (such as AWS, Azure, VMware, etc.) which can be harmonized in a common operating environment. The aim of this project is to provide an infrastructure solution based on "Stack HCI" composed of hardware and software components that will be configured in enabling a modern Cloud Ready environment and can be used in a modern way through the creation of containers, in which the re-engineered system with microservices will be placed. For purposes of compatibility with the system and current hosting structures, this platform should also offer the possibility to temporarily host monolithic systems based on virtual machines, for as long as it will be necessary to perform the complete migration of the systems to the version of re-engineered them.
1.3. Current Situation in the Sector
The current infrastructure of the agency is composed of hardware equipment HPE Synergy 12000 (hosting chassis, 3 units) Composable Infrastructure as a processing unit (Compute Resouces 20 units), HPE 3Par SAN Storage as a data storage unit (Storage Resources 1 unit) and the network that supports this infrastructure with Cisco Enterprise Switches devices as an interconnection unit in the central network (ToR and Core Network).
· HPE Synergy 12000 Frames, 3x Compute Chassis units, equipped in total with 20x HPE Synergy SY480 Gen10 Compute Nodes Half Height, 2x HPE OneView Compsers, 2x HPE Synergy Inage Streamer, 3x Synergy Virtual Connectors 40Gb/s, with specifications as in table 1 below in this document.

· HPE 3Par Enterprise SAN Storage, 4x 8440 SAN Storage SAN array Controllers, 14x Disk Arrays, HPE StoreOnce Backup Appliance Storage, with specifications as in table 2 below in this document.

· HPE Synergy Frames are directly connected to the Core Switch, Cisco Nexus N77-C7706, but the ToR Cisco Nexus 9348GC-FXP Switches are also available in the technical environment.

Also, AKSHI has at its disposal the package of services based on Azure, through which it addresses from the point of view of infrastructure software the HCI component, the management and orchestration component of containers, the testing and deployment component of software applications, the monitoring component , of data visualization, the security component for virtual machines and containers as well as the component of collecting, analyzing and correlating logs in the framework of information security.
These infrastructure software components must be implemented and configured by the winning economic operator, in order to enable the optimal use of the HCI hybrid cloud infrastructure, which is also one of the main objectives of this contract.

2. OBJECTIVES, PURPOSE AND EXPECTED RESULTS

2.1. General Objective

The general objective of the project is:

· The basic objective of AKSHI is the implementation of a hybrid Cloud infrastructure with the aim of improving the quality of electronic services and user experience, improving efficiency and ensuring responsible management of public resources.
Also, a number of sub-objectives to be realized are:

· Cost efficiency: In order to optimize the use of public funds, the government cloud data center aims to reduce long-term infrastructure costs through consolidation, shared resources and efficient use. This can lead to significant cost savings over traditional data center models.

· Improving service delivery: facilitating the delivery of public services in a faster and more responsive manner. By centralizing resources and enabling scalability, citizens can be offered faster access to services, reducing red tape and waiting times.

· Enhanced Security: Security is a major concern for government systems. The implementation of the cloud model infrastructure includes strong security measures to protect the data of citizens and businesses, ensuring that it is kept confidential and safe from cyber threats.

· Business continuity: must ensure that essential services continue to function even in the face of disruptions, be they natural disasters or cyber attacks. Cloud data centers will offer disaster recovery capabilities to increase system continuity.

· Scalability and flexibility: The ability to scale resources up or down based on demand allows for efficient management of fluctuating workloads. This flexibility is essential for managing maximum loads where there is a large flow of requests for a certain service, such as during tax declaration or registration periods in universities and schools, etc.

· Digital Transformation: this project plays a crucial role in supporting digital transformation initiatives. It will enable the adoption of modern technologies and practices, facilitating the development of citizen-centered digital services.

· Data analysis and knowledge: Cloud data centers will enable optimal utilization through data analysis of the use of this infrastructure, for better decision-making.

· Sustainability: The government is increasingly focusing on environmental sustainability. Cloud computing can be designed to be more energy efficient, reducing the carbon footprint associated with IT operations.

· Cyber Security: Ensuring the highest level of cyber security is essential. The Cloud Platform in the scope of this project will offer tools and techniques with advanced security measures to protect sensitive data from cyber threats.

· AI and Automation: the cloud platform will enable the incorporation of AI and automation into the platform, enabling it to further increase operational efficiency, preventive maintenance, automated scaling and intelligent allocation of processing resources.

2.2. Purpose

The purpose(s) of this contract is/are as follows:

· Modernization: the HCI hybrid cloud platform should enable the modernization of the hosting infrastructure of the Government Interoperability Platform, replacing old hardware systems with a modern and more scalable solution
· Scalability: it should enable easy scaling of computing and storage resources, ensuring adaptability to changing workloads and demands for services from citizens and businesses.

· Improved disaster recovery: The platform should offer integrated disaster recovery capabilities, ensuring that data is protected and that critical services can be quickly restored in the event of a disaster.

· Detailed analysis of data related to the services offered, enabling granular monitoring and root identification of eventual problems in the provision of services by the Government Platform of Interaction.

· Rapid implementation, for rapid deployment of new services and applications, enabling faster response to changing needs

· Measuring the consumption of hardware and software resources, part of the HCI Hybrid Cloud platform, with the aim of optimizing the use of these resources and their continuous improvement.

The system that will be built and implemented must be in accordance with the provisions of decision no. 945, dated 02.11.2012, for the approval of the regulation "Administration of the State Database system", regarding the availability, integrity and confidentiality of the system.

2.3. Results to be achieved by the Economic Operator

The results that the Economic Operator must achieve during this contract are listed below:
· Preparation of a detailed implementation plan with timelines and milestones.

· Supply of hardware equipment;

· Hardware installation and configuration.

· Deployment of the Stack HCI operating system on the hardware infrastructure of the servers.

· Setting up the infrastructure management and orchestration layer to enable the creation of kubernetes clusters

· Configuration of storage spaces, network configuration and other essential components.

· Configuring Virtualization on the HCI Stack.

· Integration with Azure services

· Hybrid Networking configuration for uninterrupted connection of on-premise infrastructure with the Cloud

· Configuring role-based access control (RBAC) and security policies.

· Implementation of security policies based on Cloud protection tools

· Adoption of compliance regulations and relevant standards available from ANA

· Configuration and testing of the backup platform for data protection.

· Supply and configuration of Top of Rack switches

· Configuration of the BCC site in the stretched cluster concept with the Primary site

· Implementation of the platform for the management and orchestration of containers

· Implementation of the test component and deployment of software applications
· Implementation of Monitoring and Log Analytics platform for centralized monitoring.

· Implementation of the platform for analyzing and correlating logs in the framework of information security
· Implementation of the consumption measurement system of the HCI platform and other software platforms

· Testing of the implemented infrastructure based on the agreed test plan

· Preparation of documentation on performed configurations

· Preparation of documentation for the management and monitoring of the infrastructure subject to the contract.

· Training for implemented infrastructure

3. ASSUMPTIONS AND RISKS 
3.1. Project Assumptions

· Adequate network connectivity and bandwidth: uninterrupted and reliable connection to Azure Cloud services is required.

· Continuous availability of the HCI and Cloud software layer: It must be ensured that the HCI and Cloud software layer is continuously available and provided in a continuous manner, to mitigate the risk of the impossibility of the initial implementation and further operation of the infrastructure.

· Security Protocols: AKSHI will make policies and technical standards available and the operator will follow best practices to protect the Azure Stack HCI environment from a technical point of view.

3.2. Risks

· Hardware compatibility: it must be ensured that the selected hardware meets the compatibility requirements of Azure Stack HCI, avoiding leading to technical and operational problems.

· Complexity of integration: The complex integration between on-premise infrastructure and Azure services can lead to challenges and delays in implementing the services required in this project.

· Security Vulnerabilities: Misconfigurations or technical security gaps in the Azure Stack HCI environment can expose sensitive data to security threats.

4. END OF WORK​​ 
4.1. General

The legal basis on which the implementation of this project is based is:

· LAW No. 43/2023 "On electronic governance".

· V KM No. 710, dated 21.8.2013 "On the Creation and Operation of Information Storage Systems, Work Continuity and Service Level Agreements", amended .
1.1.1. Job description

1- Initial Assessment and Planning:

· The Economic Operator will perform a comprehensive assessment of the existing infrastructure to determine its compatibility with the new infrastructure subject to the contract.
· A detailed implementation plan, including timelines and milestones, will be provided by the Economic Operator.

2- Hardware supply and installation:

· The Economic Operator will have to supply and install all the necessary hardware components required, ensuring the required compatibility criteria.
3- Installing and configuring the software:

· The Economic Operator must install the HCI operating system on the hardware infrastructure.
Configuration of storage spaces, networking and virtualization should be performed to optimize performance, security and manageability.

· The Economic Operator must implement the management and monitoring layer of the containers where they will place the reengineered software services based on microservices.
4- Integration with Cloud services:

· The Economic Operator will facilitate the seamless integration of on-premise resources with Azure services, using the software components that will be made available by AKSHI.
5- Security and Compliance:

· The Economic Operator must implement security measures, including access controls and compliance with relevant security regulations, to protect sensitive data.
· It should assist ANA in creating a comprehensive backup and recovery strategy, which should be developed and implemented to ensure data protection and disaster recovery readiness.
6- Testing and Verification:

· Rigorous testing should be performed, including performance testing, failure testing, and disaster recovery scenario testing. These activities must be carried out by the Economic Operator to identify and correct obstacles or weaknesses.
7- Implementation of the consumption measurement system of the HCI platform and other component platforms

8- Documentation and knowledge transfer:

· The Economic Operator must create detailed documentation throughout the project, providing a valuable reference for the AKSHI IT team.
· Training and knowledge transfer sessions will be conducted to empower AKSHI personnel to manage the new environment of the contracted infrastructure.

1.1.2. Geographical area to be covered

Republic of Albania
1.1.3. Target groups 
· NAIS
· citizen
· business

· Government institutions and their employees

1.1.4. System security

The hardware devices will be installed in the Government Datacenter and the regulations in force must be respected. All requests must fulfill the security conditions and requirements in accordance with the Information Security Regulation of the National Agency for Information Security.

The security level according to availability, integrity and confidentiality classes should be L-D3I3K2
	Availability
	integrity
	confidentiality
	Security Level

	☐D0
	☐I0
	☐K0
	

	☐D1
	☐I1
	☐K1
	☐U

	☐D2
	☐I2
	☒K2
	☐M

	☒D3
	☒I3
	
	☒L


The security level is high (L), if data availability is D3 or data integrity is I3.

The security level is medium (M), if data availability is D2 or data integrity is I2, or data confidentiality is K2 and no high level is required according to the above paragraph.

The security level is low (U), if data availability is D1 or data integrity is I1 or data confidentiality is K1, except when the security level is high or medium, according to paragraphs of above.

Other security regulations issued by the National Authority for Electronic Certification and Cyber Security (AKCESK)  should be integral parts in the system, in order to facilitate and automate their implementation as much as possible.
If it is an improvement of an existing system, the current level of security should be explained and if there will be improvements in its security, it should be detailed where these improvements consist.>
4.2. Specific tasks

1- Supply and implementation of the Hardware Platform:

1.1 HCI Node (Primary Site)

1.2 HCI Node (BCC Site)

1.3 Deduplication equipment for backup

1.4 Tape Library Equipment

1.5 Management Server Equipment (for HCI administration center and Backup system)

1.6 Switch equipment (primary site)

1.7 Switch equipment (BCC site)

2- Supply and implementation of the backup platform

2.1. Backup platform license (500 workload)

2.2. Media/Proxy server for archive Backup SW Jobs in Tape Library

2.3. Tape Library

3- Implementation of the software layer

3.1. Implementation of HCI Stack Operating software

3.2 Implementation of kubernetes Software for managing and orchestrating containers
3.3 Implementation of the DevOps platform for Work Administration for Developers

3.4 Implementation of the monitoring platform

3.5 implementation of the security platform for server devices

3.6 Implementation of the platform for analyzing and correlating platform logs

4- Implementation of the consumption measurement system of the HCI platform and other software platforms.

5- Training of the responsible staff of AKSHI

The above software platforms mentioned in point 3 of the tasks will be made available by AKSHI, based on Microsoft Azure technology.
5. LOGISTICS AND TIME
5.1. location

The Government Datacenter near AKSHI
5.2. Start Date and Implementation Period of Tasks

The intended start date is the date of signing the contract or the date specified in the contract and the period of implementation of the contract will be 12 (twelve) months starting from this date.

6. reporting

6.1. Reporting Requirements

The contractor will submit the following reports in Albanian, in original and in 2 (two) copies:

· The Initial Report of a maximum of 20 pages must be produced within 5 (five) days from the start of implementation. In the report, the Contractor must describe e.g. initial findings, progress in data collection, any difficulties expected or encountered in addition to the work program or staff travel. The contractor must continue with his/her work until the Contracting Authority sends comments on the initial report

· Draft final report it must consist of 30 pages (main text, excluding annexes). This report must be submitted no later than one month before the end of the period of implementation of the tasks.

· The final report with the same specifications as the draft final report, with the incorporation of the comments received by the parties in the draft report. The deadline for sending the final report is 10 days after receiving comments on the draft final report. The report should contain a sufficiently detailed description of the various options to support an informed decision on the System. Detailed analyzes supporting the recommendations will be presented in annexes to the main report. The final report must be provided along with the relevant invoice.

Also, the winning economic operator must submit reports, such as :

1- Installation report.

2- System HW, SW architecture report.

3- Inventory (HW, SW, etc.)

6.2. Submission and Approval of Reports

The report mentioned above must be submitted to the Project Manager identified in the contract. The Project Manager is responsible for approving reports.

7. COMMUNICATION WITH OTHER SYSTEMS

The envisaged platform should enable the same integrations as currently.
8. Collateral

The warranty of hardware products must be 3 years.
9. GOOD KEEPING​

It does not get applied

10. BUDGET PLANNING FOR SYSTEM CONSTRUCTION
	No.
	TITLE
	amount
	PRICE
	AMOUNT
(Leka without VAT)

	1.
	Hardware platform
	
	
	

	1.1
	HCI Node (Primary Site)
	8
	
	

	1.2
	HCI Node (BCC Site)
	8
	
	

	1.3
	Deduplication device for backup (primary site)
	1
	
	

	1.4
	Server for management
	1
	
	

	1.5
	Media Server/Proxy for Tape Backup
	3
	
	

	1.6
	Tape Library Equipment
	1
	
	

	1.7
	Switch equipment (primary site)
	2
	
	

	1.8
	Switch equipment (BCC site)
	2
	
	

	
	
	
	
	

	2.
	Backup platform license (500 workload)
	1
	
	

	
	
	
	
	

	3.
	Measurement of the consumption of the HCI platform and other cloud platforms.
	
	
	

	3.1
	Consumption Measurement Software System
	1
	
	

	3.2
	Integration with HCI and Cloud platforms
	1
	
	

	
	
	
	
	

	4.
	Implementation services
	
	
	

	4.1
	Installing and Configuring HCI Nodes (Primary Site)
	1
	
	

	4.2
	Installation and configuration of HCI Nodes (Site BCC)
	1
	
	

	4.3
	Installation and configuration of the HCI platform (Primary Site)
	1
	
	

	4.4
	HCI Platform Installation and Configuration (Site BCC)
	1
	
	

	4.5
	Installation and configuration of Switch devices
	1
	
	

	4.6
	Installation and configuration of hybrid Cloud infrastructure software services (Kubernetes service, Monitoring service, security for servers, SIEM)
	1
	
	

	4.7
	Implementation of Plaftorme Backup in Deduplication equipment
	1
	
	

	4.8
	Implementation of the Backup platform in the Tape library
	1
	
	

	
	
	
	
	

	5.
	training
	2 weeks
	
	

	TOTAL WITHOUT VAT (LEK)
	


11. TIME LIMIT OF IMPLEMENTATION OF THE PROJECT

	No.
	Name of the phase / Time period
	M1
	M2
	M3
	M4
	M5
	M6
	M7
	M8
	M9
	M10
	M11
	M12

	1
	Preparatory phase for documenting the analysis and design of the platform architecture
	x
	x
	x
	
	
	
	
	
	
	
	
	

	2
	Repair of hardware devices
	
	
	
	x
	x
	
	
	
	
	
	
	

	3
	The Implementation Phase of the HCI and Backup platform
	
	
	
	
	x
	x
	x
	
	
	
	
	

	4
	Implementation of the container management platform
	
	
	
	
	
	
	
	x
	x
	
	
	

	5
	Implementation of the monitoring platform
	
	
	
	
	
	
	
	
	x
	x
	
	

	6
	Implementation of security in servers and SIEM platform
	
	
	
	
	
	
	
	
	x
	x
	
	

	7
	Implementation of the backup solution
	
	
	
	
	
	
	
	
	
	
	x
	

	8
	Consumption measurement system
	
	
	
	x
	x
	x
	x
	x
	x
	x
	x
	

	9
	User training
	
	
	
	
	
	
	
	
	
	
	
	x

	10
	Delivery
	
	
	
	
	
	
	
	
	
	
	
	x


12. APPLICATION CODE RIGHTS

Any right on the source code and/or any documentation ( how to configure the application or devices, sketches, etc.), related to the solution built by the contractor must be transferred to AKSHIT in electronic and paper format.
13. FUNCTIONAL REQUIREMENTS

13.1. Functionality and block diagram
Hyperconverged Hardware Infrastructure
The new infrastructure in the service of the Government Platform of Interaction must be built in two sites, the primary site and the BCC site, in the Active-Active form. In each site, 8 nodes must be installed and configured, which must enable and be certified for the implementation of the HCI (Hyperconverged Infrastructure) software stack. The final architecture requested must be in accordance with the scheme below.

The required infrastructure must meet the following parameters:

Be built based on 16 server nodes, with a total of 24 TB RAM, 896 cores and a minimum of 1.4 PB SAS NVMe Enterprise SSD   Storage to provide more durability and capacity. It should offer the possibility for expansion in the future.
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Also, a Backup platform must be supplied, as well as the relevant licenses to perform backup and restore in function of the above infrastructure.

From the point of view of communication in the network, 4 ToR switch type devices must be supplied, which must be configured in two pieces in each site.

The above equipment must comply with the technical specifications presented in point 14. Technical Requirements

Improving the network in function of the platform
In order to connect the infrastructure of the servers in the current network of AKSHIT, a network with high throughput and performance will have to be provided. The network must be configurable in a high-availability architecture and offer the functionality of traffic routing and segmentation through MPSL, VXLAN, etc. protocols.

To fulfill the objective and the goals of the project, a technical solution must be provided which will include the products with the following functions as well as the respective configurations to enable these functions:

· Top of the Rack Switch :

Hardware specifications :

· ToR switches must be mounted in a standard 19" rack and have a kit included. 

· Switch ToR must support redundant power supply of type N+1, including all power supply modules supported by the switch chassis.
· Switch ToR must have redundant FAN modules of type N+1, including all FAN modules supported by the switch chassis.

· Switch ToR must support the removal and placement of power supplies or FAN modules without the need for a total shutdown of the switch.

· Switch ToR must enable a minimum of 48 ports for physical connections to servers (downlink connections) with 1/10/25 Gbps SFP+ speed.

· Switch ToR must enable at least 6 ports for physical connections with the existing network infrastructure (uplink connections) with 40/100 Gbps QSFP speed.

Specifications for transceivers :

· Switch ToR must include DAC cables for connections in "stacking mode" according to local recommendation.

· ToR switches must support and include transceivers in 1Gbps format for connecting cables with interfaces in RJ-45 format.

· Switch ToR must support and include transceivers in 10Gbps format for connecting cables to SPF+ ports.

· Switch ToR must support and include transceivers or DAC cables in 25Gbps format for cable connections with ports in SPF28.

Software specifications :

· Switch ToR must have installed the latest version of the operating system or the stable version recommended by the country.
· Switch ToR must have a modular operating system where certain processes are independent from each other and in case of any failure on their part, the operating system should not allow interruption of work for all functions of the switch but only those processes affected.

· Switch ToR must enable an operating system that enables interaction with configuration automation tools such as Ansible, Chef, Puppet, SALT, etc.

· Switch ToR must enable upgrade and downgrade operations of the operating system.

· Switch ToR must be licensed for all Layer 1, Layer 2 and Layer 3 functions and mechanisms.

Specifications for the main functions :

· Switch ToR should enable the configuration and integration of high availability technology of the "stacking" type or something similar depending on the model and country.
· Switch ToR should enable the configuration of redundant links, and provide traffic balancing between links.

· The ToR switch must support operation in the "cut-through switching" mode to guarantee high speed in the processing of the ethernet frame and reduce communication delays that pass through the switch.
· Switch ToR must provide automatic protection against possible problems in the network such as L2 loop, etc.

· The ToR switch must support the data encryption protocol at the L1 level, such as MacSec.
· Switch ToR must enable Layer 2 switching and isolation of packets in different VLANs.

· ToR switches must enable Layer 3 routing to provide communications between internal subnets of the server infrastructure and subnets outside this infrastructure.

· Switch ToR must support advanced dynamic routing protocols such as OSPF, BGP.

· ToR switches must support advanced traffic segmentation protocols such as MPLS and VXLAN EVPN.
· Switch ToR must support traffic management mechanisms such as QoS.
· Switch ToR should enable system administration and configuration through graphical interface, command interface and console interface.
· Switch ToR must enable system and performance monitoring via SNMP, RMON, Syslog, Netflow and IP SLA.
Functional characteristics of the implementation of the hyperconverged software platform

Hyper-Converged Infrastructure (HCI) must be implemented in such a way as to enable the convergence of computing power (CPU/RAM), data storage and networking into a single integrated solution, reducing hardware complexity and simplifying management.

· Virtualization: you must enable the creation and management of virtual machines (VMs) for running workloads.

· Storage Spaces Direct (S2D): should include S2D technology for software-defined storage, allowing pooling and efficient use of storage resources across virtualization nodes.

· Software-defined networking (SDN): should enable SDN capabilities, provide virtualization and network management, increasing network readiness and flexibility.

· High availability: the built-in high availability features of the software product made available by AKSHI should be enabled, ensuring that the services remain accessible even in case of hardware failures.

· Failover Clustering: "failover clustering" must be configured to enable the failover process of hosted systems in a fast, flexible way and without users feeling it.

· Data deduplication: the platform must be configured for data deduplication, through which storage space requirements are reduced, eliminating duplicate data and optimizing data storage efficiency.

· Remote management: remote management must be configured through an administration center, simplifying administration tasks.

· Integration with cloud services: the HCI platform must be seamlessly integrated with cloud services, especially with MS Azure Cloud, in order to get the most from the Microsoft licenses that AKSHI has in the framework of the Enterprise Agreement with Microsoft.

· Disaster recovery: the platform must be configured with functionality for planning disaster recovery and failure both on the BCC site and in the MS Azure Cloud, in case of failures in these on-premise environments.

· Security features: security features such as encryption, access controls and identity management must be configured to protect data.

· Hardware node monitoring and management tools: tools for monitoring the health, performance and use of hardware resources should be configured.

· Hyper-converged backup: integrated support for backup solutions must be configured to enable data and application protection.
· Storage replica: the HCI platform must configure Storage Replica functionality for synchronous and asynchronous replication of data between nodes for disaster recovery.
· Improved security compliance: features like Shielded VMs and host guardian should be configured to help meet security compliance requirements.

At the end of the project, the new infrastructure must conform to the following architectural concept
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IMPLEMENTATION AND CONFIGURATION SERVICES
Implementation of the container orchestration platform.
The container orchestration platform must be implemented in such a way as to offer the following functionalities:

· Be able to manage Kubernetes: it should offer a fully managed Kubernetes service, allowing users to focus on application development rather than cluster management.

· Allow automatic updates and patching: should handle updates and upgrades of Kubernetes master nodes, ensuring that the control plane is always up-to-date and secure.
· Auto-scaling: should be configured to support auto-scaling of worker nodes based on CPU or memory usage, helping to maintain optimal performance and utilization efficiency.
· To include the integration of Load Balancer platforms for distributing traffic to containerized applications running in the cluster.
· Integrate with the virtual network to enable better isolation and control over network configurations.
· Configure Role-Based Access Control (RBAC) enabling security and compliance.
· It should be integrated with the monitoring platform to provide a clear view of cluster performance, resource usage and application health.
· Integration with container registries should be performed for safe storage and management of container images.
· Integrate with Application Insights: Currently, AKSHI uses Azure Application Insights, and in order to utilize the Agency's current resources, the platform must enable integration with Application Insights to provide application performance monitoring and diagnostics.
· Integration with DevOps should be performed to provide a pipeline for continuous integration and continuous deployment (CI/CD).
· It must be configured to enable scheduling and automation of updates and maintenance periods for clusters set up in the infrastructure.
· It must be integrated with Active Directory (AD) for cluster authentication and authorization.
Platform implementation for DevOps developers
To enable the tracking of work steps, the platform must be configured to enable the management and tracking of work steps such as user stories, defects and tasks. Configure Kanban Boards for visualizing work tasks on Kanban boards for agile project management, allowing management of backlogs, roadmaps and customization of tasks according to processes.
· Configure repositories for version control purposes through Git and Team Foundation Version Control (TFVC) repositories.
· Configure review and collaboration for code improvement through pull requests.
· Enable Continuous Integration, automation of development and testing processes through the CI (continuous integration) pipeline.
· Continuous Delivery (CD), creating pipelines for automated application development.
· To configure the management of the live environment and deploy applications
· Integration with Kubernetes for the development, containerization and deployment of Kubernetes applications.
· Configured to enable manual and exploratory testing,
· Configured to enable monitoring of testing progress and quality.
· To configure policies for the use of processing resources
· Configure the developer platform with role-based access control and auditing to enable data security and standards compliance.
· Integrate with Microsoft Azure
· Implementation of the monitoring platform
The monitoring platform should be configured as a comprehensive monitoring service and with analytical capabilities to enable the clearest view on the performance and health of applications, infrastructure and their networks.
· The platform must be configured to support resource monitoring across different platforms, including Windows and Linux virtual machines, containers, Azure services, and infrastructure.
· It must be configured to enable the collection, storage and analysis of performance metrics.
· You should include Log Analytics as well as telemetry logs generated by resources and applications.
· It should enable integration with Application Insights to provide end-to-end application performance monitoring, including user telemetry, code-level insights, and transaction tracking.
· Configure to send alerts and notifications based on performance thresholds and log query results to proactively detect issues and respond to issues.
· Configure to access and analyze logs created by cloud resources, such as cloud virtual machines, cloud databases, cloud containers, etc.
· Configured to enable network performance and connectivity monitoring through Network Watcher, providing packet capture, flow logs and network security groups network logs (NSG).
· Configure to enable monitoring of applications and containers running on Kubernetes
· Integrate with the platform to analyze and correlate logs for security findings and vulnerabilities with monitoring data to improve security monitoring and threat detection.
· Configure to enable resource health status on resource and service issues, including current status and historical incidents.
· Configure RBAC implementation to control access to data and monitoring resources.
Implementation of the security platform of servers and containers
Configure for antivirus and antimalware protection:
· Real-time scanning: monitor files and processes for malware and threats in real-time, detect suspicious behavior that indicates malware activity.
Protection from Ransomware:

· be configured to identify ransomware behavior patterns and block malicious actions.
· Controlled file access: protect important files from unauthorized changes.

Advanced threat protection:

· Be configured to protect against advanced threats such as zero-day exploits and targeted attacks.
· Network protection: configured to block malicious network connections and communication.

Firewall and network protection:

· Firewall rules: configure incoming and outgoing traffic rules to control network access.

· Network Intrusion Detection and Prevention: Configure to monitor network traffic for suspicious activity.

Web Protection:

· Phishing protection: configured to block access to known phishing websites and malicious URLs.

· URL Filtering: Configure to enforce policies to restrict access to specific websites or categories.

· Network isolation: configure to isolate compromised machines to prevent lateral movement.

Automatic updates:

· Be configured to receive regular updates to malware definitions, signatures and security intelligence to stay current with evolving threats.
Endpoint Detection and Response (EDR):

· Configured to have advanced threat detection and response capabilities to investigate and remediate security incidents.
· Be configured to look for suspicious activity and indicators of compromise.
Security alerts and reporting:

· Configured to generate security alerts for detected threats and suspicious activities.
· Configure for detailed reports on security events and incidents.
Integration with Azure services:

· Integrate with Azure Security Center (Defender for Servers) and Sentinel services for improved threat detection and response, these platforms currently in use by ANA
Implementation of the log collection, analysis and correlation platform (SIEM)
· Configure the collection of security data from different sources

· Configure to use log analytics from the monitoring platform to store and analyze large amounts of security data.
· Enable pre-built connections to popular Microsoft and third-party services, simplifying data retrieval.
· Configure / create custom data connectors to integrate with specific data sources.
· Configure to apply built-in and custom analytics rules to detect security threats and anomalies in real-time.
· Create rules for the automatic correlation of events for efficient investigation.
· Configure customizable dashboards and workbooks for visualizing and analyzing security data.
· Configure automatic activation of incident response and remediation using logic apps or other automation tools, as requested by the Authority
· Configure the use of machine learning for behavioral analytics and anomaly detection.
· Integrate with Microsoft Defender solutions for cross-domain threat detection and response.
· Configure role-based access (RBAC) to limit who can access and manage platform resources.
The consumption measurement system of the HCI platform and other software platforms .
General description

The new platform hosting government services and other platforms subject to this contract will behave as a private "cloud", which will be used by government institutions. In the framework of this project, a system of measuring the consumption of the resources of this "cloud" by government services has been conceived. The consumption measurement system will be used to calculate the consumption of each government e-service set up in the "cloud". The system will monitor, measure and report on resource usage, costs and consumption of services hosted on this platform. The measurement system will be used to calculate the expenditure of resources consumed by government agencies/institutions as well as to provide transparency and better control of expenditure on the infrastructure of the cloud hosting platform as well as other expenses.

Purpose

The purpose of this system is the identification, efficient distribution of resources and fair distribution of e-services consumption among government agencies/institutions. This system will help improve, facilitate and effectively manage services hosted in private "clouds" and provide transparency, control and reporting of consumption for each government institution. The system will improve resource utilization, financial planning, and consumption efficiency for government agencies/institutions. The Metering System will enable the provision of electronic consumption calculation services in a fast time, with a very high performance and security for services and institutions, offering the possibility of integration with other systems at a high level of monitoring and security.

objectives

The main objectives of this system are:

Optimizing the use of resources: The measurement system helps government institutions make the most of their cloud computing resources. By tracking the use of computing power, storage and other services, it ensures that resources are allocated efficiently. This optimization leads to consumption savings as agencies will only be metered for what they use, preventing over-use of resources or under-utilization.

Distribution of consumption and accountability: Government institutions often share a common private cloud infrastructure. The metering system ensures that each agency is billed for consumption only for the resources it consumes. This approach promotes transparency and financial accountability, making it clear who is responsible for each piece of cloud spending.

Budget management: AKSHI is the responsible government institution that provides IT services based on projects and contracts with fixed budgets, and in these conditions accurate and predictable cloud expenses are essential. The measurement system provides institutions with detailed insights into their cloud spend, helping them plan and manage budgets effectively.

Resource planning: By tracking usage patterns, the system helps government institutions make informed decisions about resource allocation. This data-driven approach enables better resource planning, ensuring agencies have the computing power and storage they need, when they need it.

Measurement Transparency: Measurement transparency is essential for maintaining trust and cooperation between government institutions. The measurement system generates clear and understandable reports, allowing agencies to understand their cloud spending and promoting transparency in financial transactions.

Consumption control: With the ability to monitor and control their consumption and expenses in the cloud, government institutions can identify opportunities for consumption optimization.

Full identification and inventory of all services hosted on the hyperconverged platform as well as mapping with the relevant institutions.

The measurement of the service/s given to each institution based on its main modules as follows:

Institution/service management interface

The interface for determining and calculating expenses

Reporting and consulting interface

Functional Request

In the measurement system for the distribution of consumption and expenses for each e-service and institution, functionalities will be developed that will fulfill the functional requirements.

Monitoring platform

The monitoring platform will track the usage and consumption of resources within the private cloud infrastructure. The monitoring platform as well as any other platform where measurement or charging of the resources to be used by the services is performed, must be used by the Economic Operator to realize the goals of the measurement system.

Data visualization:

The economic operator must use a data visualization tool, to be able to create reports and interactive tables based on the usage and consumption data obtained from the monitoring system and other consumption analysis tools that will be made available to the Operator. -ECONOmiC

Data integration:

Data integration tools can be used to extract, transform and load (ETL) data from various sources, including monitoring system and other consumption analysis tools, into the data analysis and visualization platform.

Financial Management:

In order to realize the measurement and charging on an institution basis, for the consumption they make of the HCI platform, a measurement system will have to be implemented, which will handle the financial management tasks, including consumption and measurement.

These components will have to cooperate as follows:

Data collection:

The monitoring system collects resource usage data for each government agency using private cloud infrastructure. Other data related to the generation of expenses for the provision of services will also be collected.

Data transformation:

The extracted data is subjected to transformation and preparation for reporting using data processing tools.

Upload data:

The transformed data is loaded into the visualization module where it is used to create interactive reports and tables.

Report generation process:

The data visualization platform integrates with the measurement system to generate accurate reports for each government agency based on their resource consumption.

Consumption reports:

The visualization module can also generate detailed or summary consumption measurement reports, providing a clear view on resource usage.

Monitoring and optimization:

This integrated solution would allow government institutions to continuously monitor their cloud spending, identify consumption savings opportunities and optimize resource allocation.

To achieve accurate measurement in a private/public cloud infrastructure used by government institutions, several essential tasks must be performed. These tasks ensure that resource usage is accurately measured, consumption is properly allocated, and reports are generated correctly. Specific tasks include:

Resource monitoring and tracking:

Resource monitoring and tracking platforms that continuously collect data on resource usage should be used. This includes monitoring virtual machines, storage, network bandwidth and any other cloud resources used. This data must be read and processed through the integration of the measurement system that will be implemented by the Economic Operator.

Data collection and retrieval:

The economic operator must determine the way and mechanisms of data collection to collect data from different sources, such as HCI Hardware Platform, Monitoring Platform, Containerization Platform, SIEM Platform, and other services consumed by Institutions and Government agencies, and which are enabled by AKSHI.

Data normalization:

The economic operator must normalize the collected data to ensure consistency and uniformity in measurement units and formats. This step is essential for accurate comparisons and calculations.

Integration:

The measurement system will be integrated with other supporting platforms to read the data that will make up the items for which the consumption of e-services and institutions will be measured.

Generating reports:

Automated processes should be created to generate reports based on usage data and consumption calculations. Reports should clearly detail resource consumption and associated services for each institution.

Definition of the measurement period:

Measurement periods (in agreement with ANA) must be defined (eg, monthly, quarterly/annually) and ensure that usage data is collected and generated at appropriate intervals.

Consumption sharing rules:

In cooperation with ANA, clear and transparent rules should be defined for the distribution of consumption for government institutions. These rules should take into consideration factors such as resource consumption, service levels and any other common consumption.

Alerts and notifications:

Alerting mechanisms should be implemented to notify government institutions of unusual or unexpected increases in resource use.

Auditing and compliance:

Regular audits should be conducted to verify the accuracy of the measurement and allocation processes. These audits must be performed in accordance with financial and accounting standards.

Reporting and transparency:

To achieve the appropriate level of transparency, government institutions should be given access to detailed reports on the use of resources.

Continuous improvement:

Measurement processes must be continuously monitored and fine-tuned based on feedback, evolving usage patterns, and changes in the cloud infrastructure.

Features:

To fulfill all the functional requirements listed above, the system must offer:

· Creation of e-service cards for measuring consumption and calculating consumption at the e-service level

· Creation of institution cards for measuring consumption and calculating consumption at the institution level

· Creation of expense cards

· Grouping of expenses according to consumption typology

· Management of consumption measurement periods

· Distribution according to consumption by e-services

· 3rd party integration to receive monthly expenses from the HCI platform and other systems

· Generation of monthly expense reports for each e-service and institution automatically and manually and sending from the system via e-mail

· The system should also enable an approval process if it is necessary for the reports to be confirmed before they are generated.

· Generating analytical and summary reports

· Generating logs and auditing expenses and their distribution

· Integration with the Business Intelligence platform for generating reports. From the BI reports, further analysis can be done where the comparative consumption by month can be followed for all expenses registered for each e-service/Institution.

· Determination of rights and levels of access according to work processes

Technical Request

The consumption measurement system depends on the modeling of the infrastructure of government e-services and private "cloud" institutions. The government systems that will be set up in this private "cloud" will have to be designed with a software architecture based on microservices and containerized. Each e-service will have to be broken down and developed into independently deployable microservices. These microservices will be encapsulated in containers and hosted on a container orchestration platform such as Kubernetes.

In the HCI platform that will be used to set up the containerized services, a Kubernetes cluster will have to be set up for each e-service. The cluster setup will be isolated at the e-service level, ensuring that each e-service has an independent environment. Elevating the services in this way will isolate the services from each other, enable portability and increase security. Encapsulation in a container and hosting in a container orchestration platform will enable automation in the process of hosting, scaling and management of e-services set up by government institutions.

The consumption measurement system will have to calculate the consumption of resources in the HCI platform, other resources in the "cloud" as well as other expenses at the Institution level such as utilities, employee salaries, etc. The way and mechanism of data collection from different sources such as the HCI platform, the monitoring platform and other systems will be determined by the Operator. Economic in agreement with the Contracting Authority. Resource consumption for some important services on which the container orchestration platform is built will be monitored and reported. These resources of the HCI platform are of the type such as the consumption of CPU, memory, virtual network, system of monitoring and analysis of logs, cyber security systems, etc. The expenses as a result of the consumption of the resources of the HCI platform and other platforms will be taken into the consumption measurement system and will be reported according to the consumption of each e-service.

14. TECHNICAL REQUIREMENTS

Technical specifications of hardware nodes (servers)
Processor: 2 processors with minimum 28-Core per processor and PassMark CPU Mark score not lower than 57,000 points according to https://www.cpubenchmark.net

Memory: Not less than 1.5TB DDR5 ECC RAM

Disk / Data Capacity: Minimum 90TB on NVMe Enterprise SSD drives

Boot Drive: Dual M.2 480GB (in RAID 1) for HCI software platform OS

Communication: Minimum 6 Ethernet ports 10/25Gb SFP28; dedicated port for remote management including "Enterprise" level management license
Power Supply: Dual Hot-plug Redundant (1+1)

Security: Trusted Platform Module 2.0

Operating System: must be certified/supported by the manufacturer for Microsoft Azure  
Technical specifications of the Media/Proxy server for tape library archives

	Processor:
	2 processors with a minimum of 20-Core per processor and a PassMark CPU Mark score not lower than 80,000 points according to https://www.cpubenchmark.net for a "dual CPU" system


	Memories:
	Not less than 256GB DDR5 ECC RAM



	Storage Controller:
	"hardware" SAS RAID controller with at least 2GB of "cache" memory



	HBA FC controller:
	Minimum 2 FC 16/32Gb FC ports for communication with Tape Library


	"Cache" Disk Capacity:
	Minimum 2x800GB on SAS SSD Mixed read/write Use drives



	Drive OS:
	Dual 300GB 10K SAS (in RAID 1) for OS



	Communication:
	Minimum 2 10/25Gb SFP28 Ethernet ports; minimum 2 1GbE Base-T Ethernet ports; dedicated port for remote management including "Enterprise" level management license



	Food Source:
	Dual Hot-plug Redundant (1+1)



	Security:
	Trusted Platform Module 2.0




Management Server
	Processor:
	1 processor with minimum 8-Core per processor and PassMark CPU Mark score not lower than 20,000 points according to https://www.cpubenchmark.net


	Memories:
	Not less than 64GB DDR5 ECC RAM



	Storage Controller:
	"hardware" SAS RAID controller with at least 2GB of "cache" memory



	Disk Capacity / Data:
	Minimum 4x800GB on SAS SSD Mixed read/write Use drives



	Drive OS:
	Dual 300GB 10K SAS (in RAID 1) for OS



	Communication:
	Minimum 2 10/25Gb SFP28 Ethernet ports; minimum 2 1GbE Base-T Ethernet ports; dedicated port for remote management including "Enterprise" level management license

	Food Source:
	Dual Hot-plug Redundant (1+1)



	Security:
	Trusted Platform Module 2.0




Backup device technical specifications

Have 2 dedicated SSD drives for the device's operating system

"Cache" capacity: Have dedicated DSSD SSD drives for use as "data cache". RAW capacity not less than 50TB.

Data Capacity: Not less than 140TB usable (without using reduction technologies such as deduplication or compression). Logical data storage capacity must be at least 2.4PB (using reduction technologies such as deduplication or compression)

Communication: Minimum 2 Ethernet ports 10GB SFP+; minimum 2 10GbE Base-T Ethernet ports

Power Supply: Dual Hot-plug Redundant (1+1)

Tape Library

Tape Library with at least 3 Tape Drives FC (Fibre Channel) Ultrium 9. Min 40 slots Include 60 LTO9 tapes, 6 cleaning tapes

2 power sources (redundant)

encryption kit, power cable and LC/LC fiber
Technical specifications of Switch devices

	SFP+/SFP28 downlink port
	48 1G/10G/25G SFP 28 ports

	40/100Gbps Uplink port
	6 QSFP ports

	RJ-45 Console port
	1

	USB port
	1

	Rack Installation
	Mountable in rack and kit

	INPUT

	Nominal Voltage
	120-240V AC

	Frequency
	50/60 Hz

	N+1 food module
	yes

	FAN N+1
	yes

	PERFORMANCE AND FLEXIBILITY

	Switching Capacity
	≥ 3,500Gbps

	Forwarding Rate
	≥ 1,000 Mpps

	Flash Memory
	≥ 16 GB

	DRAMA
	≥ 16 GB

	Ethernet Jumbo frame
	≥ 9,000 bytes

	MAC Address Table
	≥ 90k

	ACL tables
	≥ 2300 ingress
≥ 500 egress

	IPv4 routing tables
	≥ 120,000

	IPv6 routing tables
	≥ 30,000

	Multicast routing tables
	≥ 6,900

	Virtual Routing and Forwarding (VRF) instances
	yes

	ECMP path
	≥ 8

	STANDARDS

	IEEE 802.3ae - 10GBASE-SR
	yes

	IEEE 802.3by - 25GBASE-CR
	yes

	IEEE 802.3ba - 40 Gbit/s and 100 Gbit/s Ethernet
	yes

	IEEE 802.3ab - 1000BASE-T
	yes

	IEEE802.3z - 1000BASE-SX
	yes

	IEEE 802.3ad - Link Aggregation
	yes

	IEEE 802.3x - full duplex and flow control for ports
	yes

	IEEE 802.1d - Spanning Tree Protocol
	yes

	IEEE 802.1s - multi STP
	yes

	IEEE 802.1w - RSTP
	yes

	IEEE 802.1x - Port-based Network Access Control
	yes

	IEEE 802.1ae - MacSec
	Optional

	OPERATING SYSTEM

	Be Oriented to LAN Data Center Operations
	yes

	To have the opportunity to upgrade, downgrade
	yes

	LAYER 2 AND 3 FEATURES

	IGMP Snooping
	yes

	Spanning Tree
	yes

	LLDPE
	yes

	BPDU Filtering/Guard
	yes

	Loopback detection
	yes

	802.3x Flow Control
	yes

	VLAN ID
	4000

	Link Aggregation
	802.3ad LACP

	Dynamic ARP inspection (DAI) / Dynamic ARP Protection (DAP)
	yes

	Speed Limitation
	Port/Flow

	Policy-Based Routing (PBR)
	yes

	Routing
	yes

	SAFETY
	yes

	Access Control List
	yes

	TCP/UDP Ports
	yes

	DSCP protocol
	yes

	Authentication
	MACsec encryption or IPSec encryption,

	Storm Control
	Broadcast, Multicast, Unicast

	MANAGEMENT

	Web-based GUI and CLI
	yes

	USB Console / RJ-45 Console
	yes

	Telnet, SSH
	yes

	CPU monitoring
	yes

	SNTP / NTP
	yes

	Firmware upgrade/downgrade
	yes

	LED indicator
	optionally

	SNMP v1/v2c/v3
	yes

	SYSLOG
	yes

	Warranty Coverage Period:
	3 years




Backup Software technical specifications

The main requirements that the backup system must meet are as follows:

Backup and restore:
· You can back up virtual machines, physical servers and cloud workloads.
· To support replication of VMs for disaster recovery purposes.
Image-based backup:
· Create image-based backups for all virtual machines or physical servers.
· You can take full system snapshots for quick recovery.
Incremental and differential backup:
· To be able to perform efficient incremental and differential backups to reduce backup storage requirements and backup duration.
Instant VM recovery:

· Enable quick recovery of virtual machines (VMs) from backup, allowing them to be run directly from the backup file
Granular recovery:

· To enable the activation of granular restore of specific files, folders or applications from backup copies without the need to restore the entire VM.
Deletion and compression of data:

· To reduce storage capacity consumption through data deduplication and compression techniques.
Integration with storage snapshots:

· Integrate with storage snapshots to enable faster and more efficient backup

Flexible target backup:
· Provide support for different backup targets including local storage, NAS storage and cloud storage.
Data Lifecycle Management:

· Provide the ability to define backup retention policies and configure data lifecycle management rules to automate data obsolescence and deletion.
WAN acceleration:

· Enable traffic optimization during the backup process in the WAN by reducing bandwidth consumption.
Cloud backup and restore:
· Support for backup and restore of workloads in public clouds such as AWS and Azure.

Application-aware backup:
· To be able to perform backup by ensuring the consistency of data and applications in the backup copies of databases and critical applications
Encryption and security:

· Enable backup data encryption "at rest" and "in transit" to protect sensitive information.
Monitoring and reporting:

· Enable real-time monitoring of backup jobs and provide comprehensive reporting on backup and restore activities.
Role-based access control (RBAC):

· Enable the implementation of RBAC to control access to backup and restore functions.
Automated testing and verification:

· Enable the automatic verification of backup restores through the automated test function.
Explorers:

· You can offer specialized tools (eg, Explorer for Microsoft Exchange, SQL Server, SharePoint file server, etc.) for granular application recovery.
Backup tape:
· Provide support for archiving backup copies on tape for long-term storage and compliance with security regulations.
Support for Hyper-V and VMware:

· To offer compatibility with the two main virtualization platforms that AKSHI currently has, Hyper-V and VMware.
Automation and Orchestration:

· Enable the automation of backup and restore jobs through the creation of special scripts and the orchestration interface.
Public Cloud Backup and concept support and DisasterRecovery as a Service:
· To enable integration with the public cloud to perform backup and restore outside the on-premise sites of the HCI platform.
Continuous data protection (Continuous Data Protection):

· Provide ongoing data protection support to reduce data loss in the event of a disaster.
Automated verification for restore:
· To offer a dedicated function for the automated verification of data recovery from backup.
TRAINING

The required trainings should focus on the following topics. Trainings should be held for a dedicated group of NAIS staff. They can be held on-site or online in an instructor-led model. The training should be organized for a group of about 8 people.

	TRAINING DETAILS
	Exclusive Training

	Training
	Azure stack HCI Customized

	Training days
	Minimum 32 hours

	Training Mode
	Live Online Training


 

	TRAINING DETAILS
	Exclusive Training

	Course
	Azure Kubernetes services

	Training days
	Minimum 32 hours

	Training Mode
	Live Online Training


 

	TRAINING DETAILS
	Exclusive Training

	Course
	Azure Monitoring

	Training days
	Minimum 16 hours

	Training Mode
	Live Online Training


 

	TRAINING DETAILS
	Exclusive Training

	Course
	Microsoft Azure Security Technologies

	Training days
	Minimum 32 gours

	Training Mode
	Live Online Training


 

	TRAINING DETAILS
	Exclusive Training

	Course
	Microsoft Azure DevOps Customized

	Training days
	Minimum 32 hours

	Training Mode
	Live Online Training


	TRAINING DETAILS
	Exclusive Training

	Course
	Microsoft Power BI

	Training days
	Minimum 32 hours

	Training Mode
	Live Online Training


-End-
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